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Presentation on AI

By Wybe Harms



When was AI invented?
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1950s 2000s1980s1950s



What % of EU Power Demand Comes From Data Centers?
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< 2% > 4%2-4%2-4%

* The Netherlands on 5%
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GenAI

Data Center Energy Demand

McKinsey estimates new data center build could drive an incremental 800 TWh of global electricity demand by 2030, with 40% of this driven by Generative AI



Which Company Was The First To Officially Disclose 
The Savings From Using GenAI?
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Klarna InstacartStripeKlarna



3 Waves of AI

Artificial Intelligence
1950s

Machine Learning
1980s

Deep Learning
00s

Winter 1 Winter 2

1950s 1970s 1990s 2000s

Development of AI very much dependent on Data and Compute



What is AI exactly?

https://blog.research.google/2016/09/a-neural-network-for-machine.html

Pac Man determined by 
predefined rules 

Chess-playing programs 
(IBM in 1956)

Artificial 
Intelligence

1950s

Wave 1

Artificial Intelligence (without ML) = explicit codification of logic 



What is AI exactly?

Machine Learning (ML) = learn without being explicitly programmed

Algorithms improve over time by learning from the data

https://blog.research.google/2016/09/a-neural-network-for-machine.html

Recommendation Systems:

Artificial Intelligence

1950s

Machine 

Learning

1980s

Wave 2



What is AI exactly?

Artificial Intelligence

1950s

Machine 

Learning

1980s

Deep 

Learning

2010s

Deep Learning uses Neural Networks

Used to process more complex tasks

https://blog.research.google/2016/09/a-neural-network-for-machine.html

Wave 3

Apple FaceID: is this the correct 
human face?



A Neural Network
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Let’s Predict the Price of a House!

Sq 
Meters

Price

x y

b

y = mx + b

100

What is the price of a 100 m2 house ?

x = square feet

b =  y-intercept

$1000/m
M = slope

100k

Not Such a Great Prediction…



Let’s Predict the Price of a House!

Sq 
Meters

Price

100

x y

b

Sum

Activation Function

Neural Network – a more complex version of linear regression

$1000
M = weight

x = square feet

b =  bias

𝑙𝑜𝑔1.01
350,000 90k

Much Better Prediction…

What is the price of a 100m sq house ?



What if we add more Input Variables?

𝑥1

y

b

ℎ1

𝑥2 ℎ2

.

What is the price of a house of 100 m with 2 bathrooms?



What if we try to predict color of dot?

Linear Regression Neural Network



Matrix Multiplication – Neural Network

Input Output
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GPU: 18,432 cores

CPU: 2-4 cores

Run in Parallel 16

CPU vs GPU



ML to DL
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Recommendation 
Systems 

Video Neural Network

2000s 2020s >2022



Value Chain
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What is AI exactly?

Artificial Intelligence

1950s

Machine 

Learning

1980s

Deep 

Learning

2010s

https://blog.research.google/2016/09/a-neural-network-for-machine.html

Predictive 

Generative



Generative AI

Gen AI has been around for a long time: 
ELIZA chat bot 1966

Revolution: Google Invented the Transformer Model in 2017

Why did GenAI take so long to get good? 

• Need more data & compute to train
• Models didn’t understand context



Google Translate 

Pre-Transformer Post-Transformer

GPT = Generative Pre-Trained Transformer



Structured vs Unstructured 

Less than 5% of global data is structured

Predictive AI 
Model

Ex. Excel table, SQL database Ex. Classification, 
Prediction

Predictive AI models have been used for quantitative tasks 



Structured vs Unstructured 
Generative AI models allow for unstructured data as inputs, and as outputs. 

Access to much more data (95% of data is unstructured)!

Ex. Audio, Video, Text

Gen AI Model



Structure to Unstructured Data
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95%95%5%



Structure to Unstructured Data
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95%95%5%
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Foundational Models



Key Trend: Large vs Small Models

Able to become 
smaller

More 
data

Less 
computing 
power

Apply to more 
applications

More 
flexible

More 
users
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Google: 
• ”A smaller model version of  Gemini will require significantly less computing power, enabling us to 

scale to more users.” 
• “We find that it is generally more efficient to train a smaller model with more tokens”

Meta:
• “Smaller models trained on more tokens are easier to retrain and fine-tune for specific potential 

product use cases.”

Microsoft:
• “Perform better on personal devices like phones and laptops.”.

Small Models For The Win



Use Cases - General
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Gemini vs Claude vs GPT-4

Claude

Gemini

GPT-4

Ranking: 
1. Claude
2. Gemini
3. GPT-4
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Example Use Cases



Note Taking
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Google Gemini
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Claude x Google Docs
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Google Sheets + Claude
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Meta’s Llama 3.2
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Meta Movie Gen
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Claude Computer Use

38https://www.youtube.com/watch?v=ODaHJzOyVCQ



Use Cases – Finance Community
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Easy Ways To Integrate More AI in Your Workflow

1. NotebookLM

2. Claude Artifacts

3. Build a Prompt Library

4. BONUS: Build own tool
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Difficulty
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1. Google’s NotebookLM



1. NotebookLM - Generate Podcasts
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2. Claude Artifacts
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2. Claude Artifacts
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Think of the LLM as an intern on their first day on the job!

1. Ask for a high-quality answer

• “Act like a Growth Analyst. Use the Risk-Reward framework to …”

2. Be clear

• Prompts should be straightforward and avoid ambiguity. Craft prompts with natural, flowing language and coherent 
sentence structure.

3. Provide context (ex. why we want the task to be done). 

• I have attached a pdf containing partner letters of different hedge funds …..

4. Tell Model to ”think” before answering the question

• When you complete your task, first plan how you should answer and which data you will. This is a space for you to 
write down relevant content and will not be shown to the user. Once you are done thinking, output your final 
answer to the user starting with “Answer”. 

5. Use XML tags for more structure

• Read this template: <template></template>

Tips: Prompt Engineering



Upload Transcript 
Download the latest transcript from CapIQ 

Human: I uploaded the Q3 2023 earnings transcript of Aston Martin Lagonda plc. 
You will need it to complete your task. In the document, there are multiple 
speakers, either these are company employees or analysts. Every time they talk, 
they are identified by their name and position. The earnings transcript follows a 
format where management first discusses the company’s achievements, followed 
by a Q&A session with analysts. I have also attached a template for you that I 
would like you to use for your answer in the </template></template> XML tags. I 
have also attached basic valuation data in the <marketdata></marketdata> XML 
tags for you to refer to. It is important to read the whole document before you 
complete your task. When you complete your task, first plan how you should 
answer and which data you will use within <thinking> </thinking> XML tags. This is 
a space for you to write down relevant content and will not be shown to the user. 
Once you are done thinking, output your final answer to the user within <answer> 
</answer> XML tags.  

<marketdata> 
Share Price ($): 8.15 
Shares Outstanding: 104,038,495 
Market Cap. ($M) : 846.9 
Total Enterprise Value ($M): 893.3 
P/LTM EPS (x) 20.52 
P/NTM EPS (x) 10.79 
….

46

Earnings Transcript
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Ask LLM to Help with Prompt

Human: I would like you to draft a prompt that I 
can ask Claude that will allow me to extract 
more valuable information from this podcast 
and possibly other similar podcasts. I would like 
the answer to have some structure, so please 
include that in the prompt. I would also like the 
answer to include specific company names 
discussed and how they relate to the big picture 
theme. Please note that not every podcast 
includes equity names though, so make sure 
the prompt addresses this properly.

Assistant:



LLM Security

Several examples of LLM security attacks: Trick large language models into generating harmful or nonsensical text

• Prompt Injection: create documents that instruct LLM to send your sensitive data to a malicious attacker.

• Jailbreaking: bypass safety and moderation features

Base64 encoding (is another language)
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Paste Write Up into Gamma Output: 10 Slide Presentation

Creating Presentation



Cursor.ai
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THANK YOU!
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SIP, SHARE, AND CONNECT: AN EVENING OF DEVELOPMENT
Stay Connected careerdevelopment@cfasociety.nl (scan the code)

mailto:careerdevelopment@cfasociety.nl
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